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LAB #1 - Préparer I'hote worker4

Commencez par configurer la redirection de port pour la VM sur nicl :

desktop@serverXX:~$ VBoxManage modifyvm "CentOS 7 8" --natpfl "centos 7 8,tcp,,3022,,22"

Configurez ensuite nic3 en Réseau Privé Hote :

desktop@serverXX:~$ VBoxManage modifyvm CentO0S 7 8 --nic3 hostonly --hostonlyadapter2 vboxnet0

Afin d'éviter un conflit d'adresse IP avec masterl, désactivez nic2 :

desktop@serverXX:~$ VBoxManage modifyvm Cent0S 7 8 --nic2 none

Démarrez maintenant la VM CentOS 7 8 :

desktop@serverXX:~$ VBoxManage startvm CentOS 7 8 --type headless

Editez le fichier /etc/hosts du serverXX en ajoutant la ligne pour worker4.ittraining.loc :

desktop@serverxX:~$ sudo su -

[sudo] password for desktop:

root@serverXX:~# vi /etc/hosts

root@serverXX:~# cat /etc/hosts

127.0.0.1 localhost

127.0.1.1 serverXX.ittraining.network serverxX

# The following lines are desirable for IPv6 capable hosts
::1 localhost ip6-localhost ip6-loopback

ff02::1 ip6-allnodes

ff02::2 ip6-allrouters

XXX XXX XXX . XXX serverXX.ittraining.network serverxx

www.ittraining.team - https://ittraining.team/



2026/02/04 15:11 3/38 BDF101 - Ajouter un Héte et des Services a un Cluster HDP Existant
192.168.56.2 masterl.ittraining.loc masterl
192.168.56.3 master2.ittraining.loc master2
192.168.56.4 master3.ittraining.loc master3
192.168.56.5 workerl.ittraining.loc workerl
192.168.56.6 worker2.ittraining.loc worker2
192.168.56.7 worker3.ittraining.loc worker3
192.168.56.8 worker4.ittraining.loc worker4

root@serverXX:~# exit

logout

Connectez-vous a la VM CentOS_7_8 en utilisant la redirection de port de nicl :

desktop@serverd40:~$ ssh -1 trainee localhost -p 3022

trainee@localhost's password: trainee

Last login: Tue Sep 15 06:53:32 2020 from 192.168.56.1

Devenez root :

[trainee@centos7 ~]$ su -
Password: fenestros

Last login: Tue Sep 15 06:54:53 CEST 2020 on pts/1

Editez le fichier /etc/hosts de la VM en ajoutant la ligne pour worker4.ittraining.loc :

[root@centos7 ~]# vi /etc/hosts
[root@centos7 ~]# cat /etc/hosts

127.0.0.1 localhost.localdomain localhost
il localhost6.localdomain6 localhost6

192.168.56.2 masterl.ittraining.loc masterl
192.168.56.3 master2.ittraining.loc master2
192.168.56.4 master3.ittraining.loc master3
192.168.56.5 workerl.ittraining.loc workerl
192.168.56.6 worker2.ittraining.loc worker2
192.168.56.7 worker3.ittraining.loc worker3
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192.168.56.8 worker4.ittraining.loc worker4

Configurez ensuite la troisieme interface enp0s9 réseau en IP fixe :

[root@centos7 ~]# nmcli connection add con-name ip enp0s9 ifname enp0s9 type ethernet ip4 192.168.56.8/24 gw4

10.0.2.2
Connection 'ip enp0s9' (2d9b46b3-c575-4a16-86b5-dc4ed540f866) successfully added.

[root@centos7 ~1# nmcli connection up ip enp0s9

Fermez le terminal figé et ouvrez un nouveau terminal. Connectez-vous a votre serverXX :

$ ssh desktop@serverXX.ittraining.network
desktop@serverX.ittraining.network's password:

Reconnectez-vous a la VM en utilisant I'adresse 192.168.56.8 :

desktop@serverXX:~$ ssh -1 trainee 192.168.56.8

The authenticity of host '192.168.56.8 (192.168.56.8)' can't be established.
ECDSA key fingerprint is SHA256:p5z2DKHnUDZcE3RKKo5AbZiVHEe4MPjOgqMRug9tAq7M.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '192.168.56.8' (ECDSA) to the list of known hosts.
trainee@l92.168.56.8's password:

Last login: Thu Sep 17 06:29:24 2020 from gateway

[trainee@centos7 ~]%

Configurez la premiere interface réseau enp0s3 en IP fixe :

[trainee@centos7 ~]$ su -

Password: fenestros

Last login: Thu Sep 17 06:31:56 CEST 2020 on pts/0

[root@centos7 ~]# nmcli connection add con-name ip enp@s3 ifname enpOs3 type ethernet ip4 10.0.2.15/24 gw4

10.0.2.2
Warning: There is another connection with the name 'ip enp0s3'. Reference the connection by its uuid

'blecel9a-6dee-49a9-b2f1-95004af3cdc2'
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Connection 'ip enp0s3' (blecel9a-6dee-49a9-b2f1-95004af3cdc2) successfully added.
[root@centos7 ~]1# nmcli connection mod ip enpOs3 ipv4.dns 8.8.8.8

[root@centos7 ~]# nmcli connection up ip _enp0Os3
Connection successfully activated (D-Bus active path: /org/freedesktop/NetworkManager/ActiveConnection/4)

Dernierement modifiez le nom d'hote de la VM :

[root@centos7 ~]# nmcli general hostname worker4.ittraining.loc
Arrétez la VM et supprimez la redirection de port de la VM :

[root@centos7 ~]# exit

logout
[trainee@centos7 ~]$ exit

logout
Connection to localhost closed.

desktop@serverXX:~$ VBoxManage controlvm Cent0S 7 8 poweroff
0%...10%...20%...30%...40%...50%...60%...70%...80%...90%. ..100%

desktop@serverXX:~$ VBoxManage modifyvm CentOS 7 8 --natpfl delete centos 7 8

LAB #2 - Configurer I'h6te worker4

Démarrez la VM CentOS_7 8 :

desktop@serverXX:~$ VBoxManage startvm CentOS 7 8 --type headless
Waiting for VM "Cent0OS 7 8" to power on...

VM "Cent0S 7 8" has been successfully started.

Connectez-vous a la VM en utilisant I'adresse 192.168.56.8 :

desktop@serverXX:~$ ssh -1 trainee 192.168.56.8
trainee@l192.168.56.8's password:
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Last login: Thu Sep 17 06:33:32 2020 from 192.168.56.1

Devenez root :

[trainee@worker4 ~]$ su -

Password: fenestros
Last login: Thu Sep 17 06:34:38 CEST 2020 on pts/1

Editer /etc/sysconfig/network :

[root@workerd ~]# vi /etc/sysconfig/network
[root@workerd ~]# cat /etc/sysconfig/network
# Created by anaconda

NETWORKING=yes
HOSTNAME=worker4.ittraining. loc

Créez le repository ambari dans yum :

[root@worker4 ~]# vi /etc/yum.repos.d/ambari.repo
[root@worker4 ~]# cat /etc/yum.repos.d/ambari.repo

[ambari]

name = Ambari Repo

baseurl = http://masterl.ittraining.loc/ambari/centos7/2.7.4.0-118

gpgcheck = 0

Mettez a jour la base de données des dépots dans yum :

[root@workerd ~]1# yum clean all

Loaded plugins: fastestmirror

Cleaning repos: ambari base extras updates
Cleaning up list of fastest mirrors

[root@worker4 ~]# yum makecache
Loaded plugins: fastestmirror
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Determining fastest mirrors

* base: ftp.rezopole.net

* extras: centos.mirror.fr.planethoster.net
* updates: centos.crazyfrogs.org
ambari

| 2.9 kB 00:00:00

base

| 3.6 kB 00:00:00

extras

| 2.9 kB 00:00:00

updates

| 2.9 kB 00:00:00

(1/13): ambari/filelists db

| 104 kB 00:00:00

(2/13): ambari/other db

| 1.4 kB 00:00:00

(3/13): ambari/primary db

| 25 kB 00:00:00

(4/13): base/7/x86 64/group gz

| 153 kB 00:00:00

(5/13): base/7/x86 64/filelists db
| 7.1 MB 00:00:00

(6/13): base/7/x86 64/other db

| 2.6 MB 00:00:00

(7/13): base/7/x86 64/primary db

| 6.1 MB 00:00:00

(8/13): extras/7/x86 64/primary db
| 206 kB 00:00:01

(9/13): extras/7/x86 64/other db

| 124 kB 00:00:00

(10/13): extras/7/x86 64/filelists db
| 217 kB 00:00:01

(11/13): updates/7/x86 64/primary db
| 4.5 MB 00:00:00
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(12/13): updates/7/x86 64/filelists db
| 2.4 MB 00:00:00

(13/13): updates/7/x86 64/other db

| 318 kB 00:00:00

Metadata Cache Created

Installez ambari agent :

[root@worker2 ~]# yum -y install ambari-agent

Modifiez le fichier /etc/ambari-agent/conf/ambari-agent.ini :

[root@worker2 ~1# vi /etc/ambari-agent/conf/ambari-agent.ini

[server]
hostname=masterl.ittraining.loc <----------------------- modifier de localhost a masterl.ittraining.loc

Modifiez le fichier /etc/hosts de la VM masterl et vérifiez le contenu du fichier :

[root@workerd4 ~]1# ssh -1 root 192.168.56.2

The authenticity of host '192.168.56.2 (192.168.56.2)"' can't be established.
ECDSA key fingerprint is SHA256:p5z2DKHnUDZcE3RKK0o5AbZiVHEe4MPjOgMRug9tAq7M.
ECDSA key fingerprint is MD5:03:f0:db:ae:0c:0a:5e:47:9b:7e:8c:5b:87:cl:0e:6f.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '192.168.56.2' (ECDSA) to the list of known hosts.
root@192.168.56.2's password: fenestros

Last login: Tue Sep 15 22:15:44 2020

[root@masterl ~]# echo "192.168.56.8 worker4.ittraining.loc worker4" >> /etc/hosts

[root@masterl ~]# cat /etc/hosts
127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomain4
11 localhost localhost.localdomain localhost6 localhost6.localdomain6

192.168.56.2 masterl.ittraining.loc masterl
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[root@masterl ~]# exit
logout

Connection to 192.168.56.2 closed.

9/38
ittraining.loc master2
ittraining.loc master3
ittraining.loc workerl
ittraining.loc worker?2
ittraining.loc worker3
ittraining.loc worker4

Modifiez le fichier /etc/hosts de |la VM master?2 :

[root@workerd4 ~]# ssh -1
The authenticity of host
ECDSA key fingerprint is
ECDSA key fingerprint is
Are you sure you want to
Warning: Permanently added '192.168.56.3' (ECDSA) to the list of known hosts.

root 192.168.56.3
'192.168.56.3 (192.168.56.3)"
SHA256 : p5z2DKHnUDZcE3RKK05AbZiVHEe4MPjOqMRug9tAq7M.
MD5:03:f0:db:ae:0c:0a:5e:47:9b:7e:8c:5b:87:cl:0e:6f.
continue connecting (yes/no)? yes

can't be established.

root@192.168.56.3's password: fenestros
Last login: Tue Sep 15 22:17:53 2020

[root@master2 ~]# echo "192.168.56.8 worker4.ittraining.loc worker4" >> /etc/hosts
[root@master2 ~]# exit
logout
Connection to 192.168.56.3 closed.

Modifiez le fichier /etc/hosts des VMs master3, workerl, worker2 et worker3 :

[root@workerd ~]# ssh -1
The authenticity of host
ECDSA key fingerprint is
ECDSA key fingerprint is
Are you sure you want to

root 192.168.56.4
'192.168.56.4 (192.168.56.4)' can't be established.
SHA256: p5z2DKHNUDZcE3RKK05AbZiVHEe4MPjOgMRug9tAq7M.

MD5:03:f0:db:ae:0c:0a:5e:47:9b:7e:8c:5b:87:cl:0e:6f.

continue connecting (yes/no)? yes
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Warning: Permanently added '192.168.56.4'

(ECDSA) to the list of known hosts.

root@192.168.56.4's password: fenestros
Last login: Tue Sep 15 22:17:11 2020

[root@master3 ~]# echo "192.168.56.8

[root@master3 ~]# exit
logout

Connection to 192.168.56
[root@workerd ~]# ssh -1
The authenticity of host
ECDSA key fingerprint is
ECDSA key fingerprint is
Are you sure you want to

Warning: Permanently added '192.168.56.5'

worker4.ittraining.loc worker4" >> /etc/hosts

.4 closed.

root 192.168.56.5

'192.168.56.5 (192.168.56.5)' can't be established.
SHA256: p5z2DKHNUDZcE3RKK05AbZiVHEe4MPjOgMRug9tAq7M.
MD5:03:f0:db:ae:0c:0a:5e:47:9b:7e:8c:5b:87:cl:0e:6T.
continue connecting (yes/no)? yes

(ECDSA) to the list of known hosts.

root@192.168.56.5's password: fenestros
Last login: Tue Sep 15 22:18:22 2020

[root@workerl ~]# echo "192.168.56.8

[root@workerl ~]# exit
logout

Connection to 192.168.56
[root@workerd ~]# ssh -1
The authenticity of host
ECDSA key fingerprint is
ECDSA key fingerprint is
Are you sure you want to

Warning: Permanently added '192.168.56.6'

worker4.ittraining.loc worker4" >> /etc/hosts

.5 closed.

root 192.168.56.6

'192.168.56.6 (192.168.56.6)"' can't be established.
SHA256 : p5z2DKHnUDZcE3RKK05AbZiVHEe4MPjOqMRug9tAq7M.
MD5:03:f0:db:ae:0c:0a:5e:47:9b:7e:8c:5b:87:cl:0e:6f.
continue connecting (yes/no)? yes

(ECDSA) to the list of known hosts.

root@192.168.56.6's password: fenestros
Last login: Tue Sep 15 22:18:45 2020

[root@worker2 ~]# echo "192.168.56.8

[root@worker2 ~]# exit
logout

Connection to 192.168.56
[root@worker4 ~]# ssh -1

worker4.ittraining.loc worker4" >> /etc/hosts

.6 closed.

root 192.168.56.7

BDF101 - Ajouter un Héte et des Services a un Cluster HDP Existant

The authenticity of host '192.168.56.7 (192.168.56.7)' can't be established.
ECDSA key fingerprint is SHA256:p5z2DKHnUDZcE3RKK05AbZiVHEe4MPjOgMRug9tAq7M.
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ECDSA key fingerprint is MD5:03:f0:db:ae:0c:0a:5e:47:9b:7e:8c:5b:87:cl:0e:6f.

Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '192.168.56.7' (ECDSA) to the list of known hosts.
root@192.168.56.7's password: fenestros

Last login: Tue Sep 15 22:19:13 2020

[root@worker3 ~]# echo "192.168.56.8 worker4.ittraining.loc workerd4" >> /etc/hosts
[root@worker3 ~]# exit

logout

Connection to 192.168.56.7 closed.

Arrétez la VM CentOS 7 8:
[root@worker4 ~]# shutdown -h now

Connection to 192.168.56.8 closed by remote host.
Connection to 192.168.56.8 closed.

LAB #3 - Ajouter I'h6te worker4 au Cluster

Démarrez la VM CentOS 7 8.

desktop@serverXX:~$ VBoxManage startvm CentOS 7 8 --type headless
Waiting for VM "Cent0OS 7 8" to power on...

VM "Cent0S 7 8" has been successfully started.

Connectez-vous a la VM en utilisant I'adresse 192.168.56.8 :

desktop@serverXX:~$ ssh -1 trainee 192.168.56.8
trainee@192.168.56.8's password:

Last login: Thu Sep 17 11:12:31 2020 from 192.168.56.1

Vérifiez que le service ambari-client est en cours d'exécution :
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[trainee@worker4 ~]$ su -
Password: fenestros
Last login: Thu Sep 17 11:12:36 CEST 2020 on pts/0
[root@workerd ~]# systemctl status ambari-agent

® ambari-agent.service - LSB: ambari-agent daemon
loaded (/etc/rc.d/init.d/ambari-agent; bad; vendor preset: disabled)
active (running) since Thu 2020-09-17 11:20:34 CEST; 1min 26s ago
man:systemd-sysv-generator(8)
873 ExecStart=/etc/rc.d/init.d/ambari-agent start (code=exited, status=0/SUCCESS)
/system.slice/ambari-agent.service
F—1168 /usr/bin/python /usr/lib/ambari-agent/lib/ambari agent/AmbariAgent.py start
L1172 /usr/bin/python /usr/lib/ambari-agent/lib/ambari agent/main.py start

Loaded:
Active:
Docs:
Process:
CGroup:
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17
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11:
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20:
20:
:20:
20:
20:
20:
20:
20:
120
:20:

32
32
34
34
34
34
34
34
34
34

worker4.

worker4

worker4.
worker4.
worker4.

worker4

worker4.
worker4.
worker4.
worker4.

ittraining.
.ittraining.
ittraining.
ittraining.
ittraining.
.ittraining.
ittraining.
ittraining.
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loc
loc
loc
loc
loc
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loc
loc
loc

ambari-agent[873]:
ambari-agent[873]:
ambari-agent[873]:
ambari-agent[873]:
ambari-agent[873]:
ambari-agent[873]:
ambari-agent[873]:
ambari-agent[873]:
ambari-agent[873]:
systemd[1]: Starte

LAB #3 - Ajouter I'h6te worker4 au Cluster

3.1 - Accéder a la Console d'Ambari

Connectez-vous au serverXX en utilisant le client X2Go :

Checking ambari-common dir...

Starting ambari-agent

Verifying ambari-agent process status...

tput: No value for $TERM and no -T specified

Ambari Agent successfully started

tput: No value for $TERM and no -T specified

Agent PID at: /run/ambari-agent/ambari-agent.pid

Agent out at: /var/log/ambari-agent/ambari-agent.out

Agent log at: /var/log/ambari-agent/ambari-agent. log
LSB: ambari-agent daemon.
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%6 Elient = ¢ D

servar 16 it rairng . netwark

NFCE o servar] A Tl sing retwerk:

servarl?.itraining. ratwark

Ouvrez le navigateur Firefox et saisissez I'URL http://masterl.ittraining.loc:8080. Entrez |'utilisateur admin et le mot de passe admin et cliquez sur le
bouton SIGN IN :
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3.2 - Ajouter I'hote worker4

Cliquez sur le lien Hosts :

a BmBari - HEP itrs. . - Meaills Firedas T
4 Amizari - HOP itirai x|+
& oo D | B masterl.ilraming o BB e manhasis - = i nmomay =
AD = e

Gl AT

MO 4D

HOF1.1 4D

MOF31 4D

HOF1.0 4D

HIFA Al

Cliguez sur le bouton Actions puis le lien Add New Hosts :

www.ittraining.team - https://ittraining.team/



2026/02/04 15:11 16/38 BDF101 - Ajouter un Héte et des Services a un Cluster HDP Existant
i Aambari - HBP_jtirsd. . - Meaills Firedax i
W Ambari - HOP_ftirai % | =

0 [~ ] 0| masbion], irasdng. e BOB0 manhosls = 4 o =
L AD i
Hosts T | ACTHIK
-] HDF
Fibmied Hosts (6
(] wlEa Bl Hoats 1]
e HDFL1AD
] MDR11 AD
e HOFL1 4D
-] HDEA ] A

Maslarl dtfanng lod 20 Biv'e

Install Options

Entrez le nom de worker4.ittraining.loc dans I'emplacement prévu :
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2026/02/04 15:11 17/38
a Bmbari - HEP_ibirs. . - Meaills Firedas e
W Ambari - HOP_ftirai. % | =
0 T ﬁ' D | B masterl. irasing. koo BOB0N manhosladdietegl an i{r o =

Instal| Optionis

Targat Hasts

Heat Regatration lefomraticon

o ¥

:

s

Choisissez I'option Perform manual registration and do not use SSH puis cliquez sur le bouton OK pour valider la boite d'avertissement :

a Bmbari - HER (ties, . - Meaills Firetas

5 Amisari - MOP_jtirai. x | =

€ ] D | & masterl. ilraising, loc:BOB0 e mainhasLaddisteg

Add Host Wizard
Warning

Huat Resgairation inlonmation

0 Pk sl regereation s heaie snd da et

Fzads par REH Privats Kay 10 s eoruseslly
unsSEH

UM heate

= -
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Confirm Hosts

Cliguez sur le bouton REGISTER AND CONFIRM :

El amisar - HBP ioivs.. - Moaills Firedss —
W Ambari - HOP itirai % | =
s [ ] 0| masten], ilraisng, o BOBO0  manihaslpaddistegl we @ A WnoaE =

Cliquez sur le bouton OK de la boite d'avertissement Before You Proceed :
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a Bmbari - HEP_ibiew. . - Meaills Firedas e
W Ambari - HOP itirai. % | =
s O - D | E master], ilrasing, ko BOBON manfhosladdisbeal we @ A WnoaE =

Add Host Wizard

Betore You Proceed

L'assistant initialise le nceud puis vérifie que les pré-requis pour continuer sont satisfaits. Cliquez sur le bouton NEXT :

a AamBari - HBIP_Jttrsd, .. - Meaills Firetas T
% Amizari - HOP_jHrai. % |+
= a0 D | B kel ilraming. ko BOBO S maindhosladdiibagg we @A nwoE =

Confimn Hosts

&1 il b pasiaed 29 1 g e Prrida
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Assign Slaves and Clients

L'assistant vous propose maintenant d'assigner des composants a I'h6te. Cochez Client pour I'hote puis cliquez sur le bouton NEXT :

a Embari - HEP jttes, .. - Meaills Firsias e
W Ambari - HOP itirai % | =
€ L ] 0 | & master], ilraising, loc:BOB0 M manrhaskaddistend e @ 1T nwoa =

Assign Slaves and Cliants

sl rome nore sl | noae all | nons

Configurations

L'assistant vous demande de sélectionner les groupes de configurations auquels I'hote va étre rattaché. Cliquez simplement sur le bouton NEXT :
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a Bmbari - HEP_ibirs. . - Moilla Firedas o
W Ambari - HOP itirai % | =
s [ ] D | B master] ilrasing, ko BOBONS manihos]ad disbeg = 4 WnoaE =

Canfigurations

Review

L'assistant vous propose maintenant un résumé de vos choix. Cliquez sur le bouton DEPLOY :
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2026/02/04 15:11 22/38
l_ Aambari - HBP jtrs, . - Meaills Fretax
W Ambari - HOP itirai % | =
s [ ] D | masbien], irasng, o BOB0NE ma nih o pad disbegs

Fliwiira

Install, Start and Test

Le déploiement peut prendre jusqu'a 10 minutes :
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El amisar - HBP ioivs.. - Moaills Firedss T
W Ambari - HOP itirai % | =
s [ ] 0| masben], ilrasdng, o BOB0NE  ma nih o] pad disbegs = 4 WnoaE =

netall, Saart and Test

A l'issu du déploiement, un résumé de la situation vous informe d'éventuelles erreurs. Dans le cas ou il n'y ait pas d'erreurs, cliquez sur le bouton
NEXT :
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a Bmbari - HEP_ibirs. . - Moilla Firedas o
W Ambari - HOP itirai % | =
s [ ] D | B master], ilraming, ko BOB0MS I manfhos L ad disbess = 4 WnoaE =

netall, Saart and Test

Summary

L'assistant vous propose maintenant un sommaire. Cliquez sur le bouton COMPLETE :
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._ dsmbart - HBP iovs. . - Meaills Firedas P
W Ambari - HOP itirai % | =

i [ ] O | & raster], ilrasing ko BOBON manihosladdisten? 2 1 woe =

T
SUmman
Vous arrivez sur la liste des hotes dans la console de gestion :

._ Lambari - HBP itrs. . - Megills Firetaa P S
P mizani - HOP tHrai w4

€ [ D | & master] Mraring, loc: BOBO S masnihals - @ nwmoa =

HOFA | A0

M1 A

HMOF31 4D

HIFA 1 AD

MOF31 4D

HOF1. 4D

HIFA ] Ah l
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LAB #4 - Ajouter les Services DataNode et NodeManager au worker4

4.1 - Le Service DataNode

Cliquez sur le lien worker4.ittraining.loc :

'_ Embari - HBP ioes . - Megills Firetax i
3 Ambari - HOP itirai % | =
i [ ] D | & kel iltracing, g BOBO# manshosls we 34 moaE =
A o= 2
-] M. 40
-] HIFA ] A0
(-] HOF11 4D
(<] Cl o AT
[r] HOF] 4D
-] HOF1.| 4D
[ & HDPA.1b

Cliquez sur le bouton ADD et choisissez DataNode dans la liste proposée :
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a Ambari - HEP jiiesd, . - Meaills Firelas s
W Ambari - HOP itirai. % | =
s [ ] D | B master], ilrasing ko BOB0N S mainfhoslaheorkers iraining logsarrmary we @ A WnoaE =
A Hosts  workerd.ittraining.boc @ & AR = Lw

SIS COMFIE aLERTE @ VERSIOME
Compoanenis & A Hoat Maircsa AST 1 HEHIR =

DataHoge

[T
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Timssiire Service W2 0 Reader
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Whsirics Collechar b "
[

Actiwiy Anakyzer
[+] J Artreiy Explorer

CPU Lasge [ Dok Lnsge X
[
& ! nine
| L
|
as Ll ]

Sy TRYRETR L N

Dans la bofite de dialogue qui apparait, cliquez sur le bouton CONFIRM ADD :

a AamBari - HBIP_Jttrsd, .. - Meaills Firetas e
% Amizari - HOP_jHrai. % |+
i [ ] D | B master] illraning. ko OB E) masinhoilafmerkerd A1raining locsurrrmary we @A nwoE =
#  Hosts  workerd ittraining.boc @ © Summary HOPmrai.. €30 &A@ = Lasimr
LMY Confirmation HOST ACTIDNE
Companenis LAST 1 HEORIR =
Al L
(-] HST Ageni  SmartSeme
-] Wiirize Blerdior | Armban Mstrion Shwe -
an wEGE
-] WIS heni | HDFG Chani
-] WapReducel Cheni M feduce? Chant
CPU Lasge f Denh Unsge 3
-] VARM Dl | VAR Chani
[ Toakempe Cheai / Toskenger Cheni - 1 w108
as LpoE
Sumemary
TR
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Attendez que le service ait été ajouté et cliquez sur le bouton OK :

‘ Bmban - HEP inrs. . - Moille Firetas 'ﬂ
% Amiari - HOP_jitrai_ % | 4
L ) D | B rasterl ilraning. o BOB0 S maindhoslamerierd Araining locsurreary we @3 P woa =

M Hosts  workerd.ittraining boc @ | Summary HOPjtrsi. 30 A0 B Laimr

Background Operations

1 Background Operation Running ALL (13

il

p 1 s |

— N y

’ - I ; ’ s

st o EEEE— —_— =

A I - - e . 1
Des runl vy (i Slimlong g b 7 1WTiNG @ Background opsiataon El -

Pour démarrer le service, cliquez sur les trois points horizontaux puis sur Start de la ligne du service DataNode :
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a Ambari - HEP jiiesd, . - Meaills Firelas s
W Ambari - HOP itirai. % | =
s [ ] D | B master], ilrasing ko BOB0N S mainfhoslaheorkers iraining logsarrmary we @ A WnoaE =
A Hosts  workerd.ittraining.boc @ & AD = Lw
SUMMARF  COMFIL acATsE)  vERSIN:
Compoanenis & A Hoat Maircsa AST 1 HEHIR =

e -5 GE
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as | | wroe
javascrpl o M &
Cliquez sur le bouton OK dans la boite de dialogue de confirmation :
a Esmibar - HBIP itvsd, .. - Modills Firetas ey
S Amizaci - HOP ittrai. FEE S
ra o O | eastert iflraiing, ko BOBOE aiihailabwer kerd S0 ning logsurmary we @ O WwmaeE =
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Attendez que le service ait été démarré puis cliquez sur le bouton OK :

a sesiars - HEIP Ittrs. . - Meailla Firesas
% Amizari - FOP_jtrai._ |4
- 3 o % D | B rasterl ilraning. o BOB0 S maindhoslamerierd Araining locsurreary

= B noa =

#  Hosts  workerd.ittraining boc & © Summary

HOP s 30 A0 | & admir

Background Operations

1 Background Operation Running

Des runl vy (i Slimlong g b 7 1WTiNG @ Background opsiataon

Retournez au Dashboard et notez que le nombre de DataNodes Live est passé a 4 :
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& Ambari - HEP jties, . - Meaills Firslas Cama i
W Ambari - HOP itirai % | =
s [ ] D | mastien], lrarng, o BOB0NE manidash baardimet cs we @ A WnoaE =
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4.2 - Le Service Node Manager

Cliquez sur le lien Hosts :
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El amisar - HBP ioivs.. - Moaills Firedss T
W Ambari - HOP itirai % | =
s [ ] D | mastien], lrarng, o BOB0NE manidash baardimet cs we @ A WnoaE =
M Dashboard 0 AD = L
METRICE
-
6% 1% 0.0% 4/4
sas : —
0Oms
4aoa L]

Cliquez sur le lien workerd4.ittraining.loc :

._ Asmbari - HBP s, . - Meaills Firetas i
P mizani - HOP tHrai ¥ | F ODFID] - Ajufer en ML W o
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Cliquez sur le bouton ADD et choisissez NodeManager dans la liste proposée :

& AamBar - HBIP_JEtrs, .. - Meaills Firetax e
% Amizari - HOP_jttrai ® | i ODFIO1 - Ajouter sn it X | 4
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Dans la boite de dialogue qui apparait, cliquez sur le bouton CONFIRM ADD :
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Confirmation

o want iz e

Attendez que le service ait été ajouté et cliquez sur le bouton OK :
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Pour démarrer le service, cliquez sur les trois points horizontaux puis sur Start de la ligne du service NodeManager :

a fmbar - HEP itrs, . - Megills Firetas e
S Amisari - HOP jtirai ® | o ODFI0L - Ajputer enMEs X | 4
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" -
L]
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Cliquez sur le bouton OK dans la boite de dialogue de confirmation :
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Confirmation

po w2

CANCEL

Attendez que le service ait été démarré puis cliquez sur le bouton OK :
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Retournez au Dashboard et notez que le nombre de NodeManagers Live est passé a 4 :

a Bmbari - HEP it . - Moaills Firsfas e
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